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Abstract

This paper describes the process of text normalization for Dzongkha Language. It involves tokenization
of the Dzongkha text into syllables. After tokenization, non standard words are identified, expanded
and passed on to the letter to sound processor by employing a set of rules specific to Dzongkha text
normalization.

1. Introduction

This paper describes the ongoing effort for normalization of an unrestricted Dzongkha text for
Dzongkha text to speech system. The process of converting text to speech involves inputting text and
converting text into speech. That text has to be first normalized before it can be inputted into the text to
speech system. Text would contain a wide range of tokens including some non-standard tokens which
would first have to be identified and then expanded into its correct form before its sound can be
derived. These non-standard words include symbols, abbreviations, acronyms, dates, numbers, ordinal
and homographs etc. For example, the token “1997” has to be correctly identified as a date but not as a
number. Its correct pronunciation would be “Nineteen ninety seven” as appose to “One thousand nine
hundred and ninety seven”. Similarly all non-standard words have to be correctly identified and
expanded. This process of identifying unrestricted text and converting it to a consistent form, but
without losing its contextual meaning, is called text normalization [1, 2, 3, 4].

2. Methodology

The process for Dzongkha text normalization includes tokenization, token identification, token
expansion and grapheme to phoneme conversion. Table 1 shows the list of non-standard words
identified in an unrestricted Dzongkha text. Figure 1 explains Dzongkha text normalization process.

Table 1: List of non-standards words

Token type Example

Symbols NS

Dates nj1z[o¢  §& z00¢ §7 12 «AFIN
Numbers 0 2% V6e W o
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Figure 1: Text Normalization Processes

2.1 Tokenization

In Dzongkha the basic unit for writing is a syllable. There are no inter word space and each syllable is
delimited by a syllable marker called a “tsheg”. Sometimes one syllable makes up a word and other
times two or more syllables are taken together as a word. There is no rule as to how many syllables are
required for the formation of a word. It depends from a particular word to another.

The fact that there is a syllable marker makes segmentation of syllables easier in a sentence. Hence,
words can be syllabified using the syllable marker.

An example of a Dzongkha sentence with its pronunciation and meaning:

é,\.q.%,.ﬂ&.qm\ﬁ.g?
ch-oe-x-0|g-a-x-0|t-e-x-0|l-a-x-0|b-e0-x-0|m-0-x-1|*



You where work do?

Where do you work?

The tokenization of text by Tokenizer is based on syllables. The step wise tokenization algorithm is
given below:

Steps:

1. Read from a text file

2. Store it in a variable

3. Break it down into sentence

4. Store all sentence in a list

5. Process the list sentence by sentence (list element)

6. Split the sentence by syllables (by the syllable marker)

7. Store the syllables of each sentence in a separate list

8. Repeat Step 5 to Step 7 till end of sentence list

9. Pass the syllables sentence wise to Normalization module to check for Date and number

tokens.
10. Normalize Date and number tokens.
11. Pass Normalized tokens to Grapheme to Phoneme module.

Sample Input:

7\1&wm"g’qm'mfﬂ'q@r\'&ﬁi&”ﬁng'fm\r @N’gﬁ'@'@fz\'a FReary q'%'n'q‘&w5am'ﬁzggua’éﬁgﬁ:ﬁéﬁzmw mwxq?a’qm'ﬁ'
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Output:

c-i-x-0[s-e-m-0|t-0-x-0|kh-a-x-0|r-i-g-0|zh-u-ng-0|th-0-x-0|r-i-m-0|l-0-b-1|dr-a-x-0|l-e-x-0|d-ue-x-0|y-
ue-n-0|ch-u-x-0|tsh-oe-x-0|ny-i-X-1|k-i-x-0|r-i-ng-0|l-u-x-0|g-a-x-0|n-i-x-0|b-a-x-0|s-i-x-0|ny-a-m-0|d-a-
ng-0|ng-e-n-1|p-ai-x-0|t-0-ng-0|ph-u-x-0|sh-i-ng-0|g-i-x-0|tsh-a-ng-0|n-a-ng-0|l-e-x-0|kh-a-x-0|y-a-r-
0|dz-e-g-0|t-e-x-0[j-ou-x-0|d-a-x-0|th-0-x-0|tsh-e-x-0|m-i-x-0|tr-a-r-0|ny-i-x-1|t-0-ng-0|g-u-x-0|j-a-X-
0|ny-e-r-0|ng-a-x-1|d-a-ng-0|ng-e-n-1|p-ai-x-0|s-a-x-0|n-e-x-1|t-a-x-0|I-a-x-0|kh-a-x-0|l-u-x-0|lhh-oe-p-
0|@-i-m-0|d-a-ng-0|kh-u-x-0|ch-a-x-0|d-i-x-0|tsh-u-x-0|y-a-ng-0|t-a-x-0|g-u-x-0|k-e-1-0|t-e-x-0|b-a-x-
0]j-0-x-0|n-i-x-0|y-oe-p-0|@-i-n-0[*

t-a-x-0|l-a-x-0|kh-a-x-0|l-e-x-0|kh-a-x-0|j-e-n-0|dz-e-g-0|t-e-x-0|t-0-ng-0|ph-u-x-0|d-a-ng-0|b-a-x-0|sh-i-
ng-0|s-0-g-0|k-i-x-0|b-u-x-0|l-e-x-0]|j-0-x-0|t-e-x-0|ch-u-x-0|tsh-0e-x-0|ny-i-x-1|d-a-ng-0|ch-e-x-0|d-e-x-
0|c-i-x-0|g-i-x-0|s-a-x-0|kh-a-r-0|th-0-x-0|tsh-e-x-0|m-i-x-0|tr-a-r-0|zh-i-x-0|t-0-ng-0|b-e-x-0|m-i-Xx-0|j-i-
x-0|l-i-x-0|dz-i-x-0|l-a-x-0|l-u-x-0|Ihh-oe-p-0|@-i-n-0[*

The * indicate end of sentence. The | denotes the end of a syllable. The 0 and 1 are used to denote



normal and high tones respectively. The x stands for the missing final consonant. Since the synthesis is
based on the format “initial consonant-vowel-final consonant-tone”, where there is no final consonant
in a syllable, x takes the place of the final consonant so that the format is preserved. It must be noted
that 'x" itself does not have any pronunciation.

2.2 Symbols, Abbreviations and Numeral expansion

Dzongkha text normalization process involves normalization of symbols, dates and numbers.

There are many symbols in text corpus. They are mainly used for text decoration. Therefore, they do
not have any pronunciation. These symbols (\1, f, -, :-,.) need to be removed.

Dzongkha does not have different ways of speaking dates like in English. For example, 24 ->
TWENTY FOUR is a number whereas 24™ -> TWENTY FOURTH is a date. But there are tokens
(syllables) in the front and in between dates that indicates it is a date.

If the date is in short form like in English, 1/12/09, which is equivalent to 7/73/°¢ in Dzongkha, this has
to be expanded to its standard form, that is @ﬁ 200¢ @5 2 “a@%« 7,

Similarly, digits have to be converted into its letter form before any processing can be done on the text.

Given below is a standard date form which is converted to its equivalent letter form in the
normalization process before it is passed on for G2P conversion.
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c-i-x-0|l-0-x-0|ny-i-x-1|t-0-ng-0|l-e-b-0|g-u-x-0|c-i-x-0|d-a-x-0|c-u-x-0|ny-i-x-1|p-ai-x-0|c-i-Xx-0|tsh-e-x-
0|c-i-x-0|*

2.2.1 Number to letter expansion

A number token is read first and then is broken down into different place values. For instance, a four
digit number has four different places — unit, ten, hundred and thousand place. Processing of each place
value is done using different functions. So for a unit place, a different processing is done from a tens
place and so on. The processing actually looks up the digit in a already stored python dictionary [5] to
get its equivalent letters. Below are some of the python dictionaries created for Dzongkha.

dZO_eng_digitS — {uuou:o’un,)u:1,un2u:2’ u”&”:S, uuzu:4’ u”“”:S, uu@v:6’ uu,vu:7’ u”&”:8, uu‘,u:g}

digits - {uHOH:uHH’uH,)H:qu]%q-‘H’ u”ﬁ”:u”ﬂ%Nu, u”’&":u”ﬂﬁs“"’ ullcﬂ:uﬂqaﬂ, u”“”:u”‘g”, uﬂeﬂ:u”%ﬂﬂ,



u"'v":u”a\@%"’ u"&ll:uﬂq@;\", u”(’":u”ﬁﬂ"}
tenS_helper — {uﬂ,)ll:uﬂqgﬂ’ ulVQH:uH%xH’ u"’h”:u”\{‘”, uHCH:uH(%H’ uH“H:uHRH’ uﬂsﬂ:uuill’ u"v":u”‘ﬁ/ﬁ",

M, ot Nan . nxm
u"<"u"g", u"e"u"Y"}
PlaCC_WOI‘d = [unn, uun’ u"’“éj", un‘é‘;u’ u"f%"]

tenS_plaCG_WOrd - {uﬂqll:uﬂqgﬂ’ uHQH:uHH, u”&":unén’ uHCH:qu@H’ ull“ﬂ:uﬂq@ll’ uHGH:uVIQH,

u”’v"'u”é" u"&".uﬂél' u"g"_u”qéﬂ}
. 0 . 0 .

The dzo_eng_digits is just for comparision of a Dzongkha digit to an English one. From digit
dictionary we get each digits letter form. The tens helper is for those number in tens place. In
Dzongkha if the number is 73, we say I§3Y, so now the actual letter form is a combination of
tens_helper and digits as shown above in the dictionary. Like wise for all other digits, equivalent letter

form can be obtained by combination of above dictionary items. The combination depends on the place
the digit occupy in the number.
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Figure 3: Number to letter conversion

2.2.2 Date Processor

A pattern matching is done to find date tokens by the date processor. If the token matches and returns
true, the year token is converted to its standard form of four digits instead of two digits. Then, the
month and the day tokens are appended in the front of the year so that it is in its expanded form. Once
itis in its standard form the digits are converted to its equivalent letter for processing.

Sample code for matching 7/72/°¢ date

X = re.compile ("[o'macv\@v&e]*/[ooadzccv\(«v«a]*/[072'1&&6’0«0]*--’ re.L)

re.search (x, token)

Input to Date processor: 7/72/°¢
Output: @ﬁ 200¢ %5 12 “a@'g“’ 7

Input to the Number to letter Processor: @f‘{‘ 200¢ @ﬁ 12 "*'a'@’g“‘ Y

Output: gﬁ q%&"tgﬁﬁwﬂ' 55 qg'ﬂ'@t\r X g%« ﬂ%ﬂ"'

Input to Grapheme To Phoneme Module: @ﬁ “13)“"\%7’\'”\4‘“"\‘{1' gé QGG &R g’g“" Ry
Output: c-i-x-0|I-0-x-0|ny-i-x-1|t-0-ng-0|l-e-b-0|g-u-x-0|c-i-x-0|d-a-x-0|c-u-x-0|ny-i-x-1|p-ai-x-0|c-

i-x-0[tsh-e-x-0|c-i-x-0[*
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If token==Date
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Figure 4: Date processing

2.3 Grapheme to phoneme conversion

In Dzongkha Text to Speech (TTS) system, Grapheme to Phoneme (G2P) conversion is implemented
using a look up dictionary. The dictionary just consists of Dzongkha syllables along with its
pronunciation.

3. Result

The above normalization algorithm is used to implement the Dzongkha TTS prototype [6]. The
accuracy of the text analysis module (syllabification, normalization and grapheme to phoneme
conversion) is shown in Table 2.

Table 2: Results of Text Analysis Module

No. of sentence |No. of syllables [No. of non-standardNo. of tokensNo. of non-standard words
\Words outputted correctly normalized
5 216 8 226 8
50 352 1 347 1
100 739 1 731 1
500 3469 3 3444 3

The difference in number of tokens input and the number of tokens output is because the non-standard
words are first expanded before tokenization and this causes in the number of tokens outputted to be
slightly more in the first case. On subjective evaluation, the accuracy of text normalization is more than
98%.

4. Conclusion and Future work

The text normalization algorithm was developed and implemented in Dzongkha TTS prototype. In
future, an automatic token labeler may be investigated so that the normalization will become more
accurate and better. Word and phrase detection algorithms may be explored to further improve the
accuracy and performance.
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