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Abstract 
 

There are different approaches to the problem of 

assigning each word of a text with a parts-of-speech 

tag, which is known as Part-Of-Speech (POS) tagging. 

In this paper we compare the performance of a few 

POS tagging techniques for Bangla language, e.g. 

statistical approach (n-gram, HMM) and 

transformation based approach (Brill’s tagger). A 

supervised POS tagging approach requires a large 

amount of annotated training corpus to tag properly. 

At this initial stage of POS-tagging for Bangla, we 

have very limited resource of annotated corpus. We 

tried to see which technique maximizes the 

performance with this limited resource. We also 

checked the performance for English and tried to 

conclude how these techniques might perform if we 

can manage a substantial amount of annotated 

corpus.  

 

1. Introduction 
 

Bangla is among the top ten most widely spoken 

languages [1] with more than 200 million native 

speakers, but it still lacks significant research efforts in 

the area of natural language processing.  

Part-of-Speech (POS) tagging is a technique for 

assigning each word of a text with an appropriate parts 

of speech tag. The significance of part-of-speech (also 

known as POS, word classes, morphological classes, 

or lexical tags) for language processing is the large 

amount of information they give about a word and its 

neighbor. POS tagging can be used in TTS (Text to 

Speech), information retrieval, shallow parsing, 

information extraction, linguistic research for corpora 

[2] and also as an intermediate step for higher level 

NLP tasks such as parsing, semantics, translation, and 

many more [3]. POS tagging, thus, is a necessary 

application for advanced NLP applications in Bangla 

or any other languages.   

We start this paper by giving an overview of a few 

POS tagging models; we then discuss what have been 

done for Bangla. Then we show the methodologies we 

used for POS tagging; then we describe our POS 

tagset, training and test corpus; next we show how 

these methodologies perform for both English and 

Bangla; finally we conclude how Bangla (language 

with limited language resources, tagged corpus) might 

perform in comparison to English (language with 

available tagged corpus). 

 

2. Literature review 
 

Different approaches have been used for Part-of-

Speech (POS) tagging, where the notable ones are 

rule-based, stochastic, or transformation-based 

learning approaches. Rule-based taggers [4, 5, 6] try to 

assign a tag to each word using a set of hand-written 

rules. These rules could specify, for instance, that a 

word following a determiner and an adjective must be 

a noun. Of course, this means that the set of rules must 

be properly written and checked by human experts. 

The stochastic (probabilistic) approach [7, 8, 9, 10] 

uses a training corpus to pick the most probable tag for 

a word. All probabilistic methods cited above are 

based on first order or second order Markov models. 

There are a few other techniques which use 

probabilistic approach for POS Tagging, such as the 

Tree Tagger [11]. Finally, the transformation-based 

approach combines the rule-based approach and 

statistical approach. It picks the most likely tag based 

on a training corpus and then applies a certain set of 

rules to see whether the tag should be changed to 

anything else. It saves any new rules that it has learnt 

in the process, for future use. One example of an 

effective tagger in this category is the Brill tagger [12, 

13, 14, 15].  

All of the approaches discussed above fall under 

the rubric of supervised POS Tagging, where a pre-

tagged corpus is a prerequisite. On the other hand, 

there is the unsupervised POS tagging [16,  17, 18] 

technique, and it does not require any pre-tagged 

corpora.  

Figure 1 demonstrates the classification of 

different POS tagging schemes. 

 



 
Figure 1: Classification of POS tagging models [19] 

 

For English and many other western languages 

many such POS tagging techniques have been 

implemented and in almost all the cases, they show a 

satisfying performance of 96+%. For Bangla work on 

POS tagging has been reported by [20, Chowdhury et 

al. (2004) and Seddiqui et al.  (2003).  

Chowdhury et al. (2004) implemented a rule 

based POS tagger, which requires writing laboriously 

handcrafted rules by human experts and many years of 

continuous efforts from many linguists. Since they 

report no performance analysis of their work, the 

feasibility of their proposed rule based method for 

Bangla is suspect. No review or comparison of 

established work on Bangla POS tagging was available 

in that paper; they only proposed a rule-based 

technique. Their work can be described as more of a 

morphological analyzer than a POS tagger. A 

morphological analyzer indeed provides some POS tag 

information, but a POS-tagger needs to operate on a 

large set of fine-grained tags. For example, the [23] for 

English consists of 87 distinct tags, and Penn 

Treebank’s [24] tagset consists of 48 tags. Chowdhury 

et al.'s tagset, by contrast, consists of only 9 tags and 

they showed only rules for nouns and adjectives for 

their POS Tagger. Such a POS-tagger's output will 

have very limited applicability in many advanced NLP 

applications. 

For English, researchers had tried this rule-based 

technique in the 60s and 70s [4, 5, 6]. Taking into 

consideration of the problem of this method, 

researchers have switched to statistical or machine 

learning methods, or more recently, to the 

unsupervised methods for POS tagging.  

In this paper we compare the performance of different 

tagging techniques such as Brill’s tagger, n-gram 

tagger and HMM tagger for Bangla; such comparison 

was not attempted in [20, 21, 22]. 

 

 

3. Methodology 
 

NLTK [25], the Natural Language Toolkit, is a 

suite of program modules, data sets and tutorials 

supporting research and teaching in computational 

linguistics and natural language processing. NLTK has 

many modules implemented for different NLP 

applications. We have experimented unigram, bigram, 

HMM and Brill tagging modules from NLTK [25] for 

our purpose. 

 

3.1. Unigram tagger 
 

The unigram (n-gram, n = 1) tagger is a simple 

statistical tagging algorithm. For each token, it assigns 

the tag that is most likely for that token’s text. For 

example, it will assign the tag jj to any occurrence of 

the word frequent, since frequent is used as an 

adjective (e.g. a frequent word) more often than it 

is used as a verb (e.g. I frequent this cafe).  

Before a unigram tagger can be used to tag data, it 

must be trained on a training corpus. It uses the corpus 

to determine which tags are most common for each 

word.  

The unigram tagger will assign the default tag None to 

any token that was not encountered in the training 

data. 

 

3.2. HMM 
 

The intuition behind HMM (Hidden Markov 

Model) and all stochastic taggers is a simple 

generalization of the “pick the most likely tag for this 

word” approach. The unigram tagger only considers 

the probability of a word for a given tag t; the 

surrounding context of that word is not considered.  

On the other hand, for a given sentence or word 

sequence, HMM taggers choose the tag sequence that 

maximizes the following formula:  
P (word | tag) * P (tag | previous n 

tags) 

 

3.3. Brill’s transformation based tagger 
 

A potential issue with nth-order tagger is their 

size. If tagging is to be employed in a variety of 

language technologies deployed on mobile computing 

devices, it is important to find ways to reduce the size 

of models without overly compromising performance. 

An nth-order tagger with backoff may store trigram 

and bigram tables, large sparse arrays, which may have 

hundreds of millions of entries. A consequence of the 

size of the models is that it is simply impractical for 



nth-order models to be conditioned on the identities of 

words in the context. In this section we will examine 

Brill tagging, a statistical tagging method which 

performs very well, using models that are only a tiny 

fraction of the size of nth-order taggers.  

Brill tagging is a kind of transformation-based 

learning. The general idea is very simple: guess the tag 

of each word, then go back and fix the mistakes. In this 

way, a Brill tagger successively transforms a bad 

tagging of a text into a good one. As with nth-order 

tagging this is a supervised learning method, since we 

need annotated training data. However, unlike nth-

order tagging, it does not count observations but 

compiles a list of transformational correction rules.  

The process of Brill tagging is usually explained 

by analogy with painting. Suppose we were painting a 

tree, with all its details of boughs, branches, twigs and 

leaves, against a uniform sky-blue background. Instead 

of painting the tree first then trying to paint blue in the 

gaps, it is simpler to paint the whole canvas blue, then 

“correct” the tree section by overpainting the blue 

background.  

In the same fashion we might paint the trunk a 

uniform brown before going back to overpaint further 

details with a fine brush. Brill tagging uses the same 

idea: get the bulk of the painting right with broad 

brush strokes, then fix up the details. As time goes on, 

successively finer brushes are used, and the scale of 

the changes becomes arbitrarily small. The decision of 

when to stop is somewhat arbitrary.  

In our experiment we have used the taggers  

(Unigram, HMM, Brill’s transformation based tagger) 

described above. Detailed descriptions of these taggers 

are available at [2, 26]. 

 

4. POS tagset 
 

For English we have used the Brown Tagset [23]. 

And for Bangla we have used a 41 tag-sized tagset 

[28]. Our tagset has two levels of tags. First level is the 

high-level tag for Bangla, which consists of only 12 

tags (Noun, Adjective, Cardinal, Ordinal, Fractional, 

Pronoun, Indeclinable, Verb, Post Positions, 

Quantifiers, Adverb, Punctuation). And the second 

level is more fine-grained with 41 tags. Most of our 

experiments are based on the level 2 tagset (41 tags). 

However, we experimented few cases with level 1 

tagset (12 tags). 

 

5. Training corpus and test set 
 

For our experiment for English, we have used 

tagged Brown corpus from NLTK [25]. For Bangla, 

we have a very small corpus of around 5000 words 

from a Bangladeshi daily newspaper Prothom-alo [27]. 

In both cases, our test set is disjoint from the training 

corpus. 

 

6. Tagging example 
 

Bangla (Training corpus size: 4484 tokens) 

Untagged Text: 

 
Tagged output: 

Level 2 Tagset (41 Tags) 

Brill: 

 
Unigram: 

 
HMM: 

 
Level 1 Tagset (Reduced Tagset: 12 Tags) 

Brill: 

 



Unigram: 

 
HMM: 

 

 
 

7. Performance 
 

We have experimented POS taggers (Unigram, 

HMM, Brill) for both Bangla and English. For Bangla 

we experimented in both tag levels (level 1 – 12 tags, 

level 2 – 41 tags). Experiment results are given below 

in form of table and graph. 

 

Table 1: Performance of POS Taggers for Bangla 

[Test data: 85 sentences, 1000 tokens from the 

(Prothom-Alo) corpus; Tagset: Level 1 Tagset (12 

Tags)] 

 

 HMM Unigram Brill 

Tokens Accuracy Accuracy Accuracy 

0 0 0 0 

60 15.4 51.2 50.4 

104 18 51.1 44.6 

503 34.2 60.7 56.3 

1011 42.3 64.2 62.6 

2023 45.8 69.1 67.8 

3016 49.4 70.1 70.9 

4484 45.6 71.2 71.3 
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Figure 1: Performance of POS Taggers for Bangla 

[Test data: 85 sentences, 1000 tokens from the 

(Prothom-Alo) corpus; Tagset: Level 1 Tagset (12 

Tags)] 

 

Table 2: Performance of POS Taggers for Bangla 

[Test data: 85 sentences, 1000 tokens from the 

(Prothom-Alo) corpus; Tagset: Level 2 Tagset (41 

Tags)] 

 

  HMM Unigram Brill 

Tokens Accuracy Accuracy Accuracy 

0 0 0 0 

60 19.7 17.2 38.7 

104 18.1 17.4 26.2 

503 28.8 26.1 46.1 

1011 32.8 30 51.1 

2023 40.1 36.7 49.4 

3016 44.5 39.1 51.9 

4484 46.9 42.2 54.9 
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Figure 2: Performance of POS Taggers for Bangla 

[Test data: 85 sentences, 1000 tokens from the 

(Prothom-Alo) corpus; Tagset: Level 2 Tagset (41 

Tags)] 

 

Table 3: Performance of POS Taggers for English 

[Test data: 22 sentences, 1008 tokens from the 

Brown corpus; Tagset: Brown Tagset] 

 

  HMM Unigram Brill 

Tokens Accuracy Accuracy Accuracy 

0 0 0 0 

65 36.9 28.7 33.6 

134 44.2 34 42.9 

523 53.4 41.6 53.7 

1006 62 47.7 58.3 

2007 66.8 52.4 62.9 

3003 68.2 55.1 66.1 

4042 70 57.2 67.5 

5032 71.5 59.2 70.2 

6008 71.9 60.8 71.4 

7032 74.5 61.5 71.8 

8010 74.8 62.1 72.4 

9029 76.8 63.5 74.5 

10006 77.5 65.2 75.2 

20011 80.9 69.5 79.8 

30017 83.1 71.7 78.8 

40044 84.7 73.3 79.8 

50001 84.6 74.4 80.4 

60022 85.3 75.2 80.8 

70026 86.3 75.8 81 

80036 87.1 77.1 81.6 

90000 87.8 78.1 82.4 

100057 87.5 78.9 83.4 

200043 91.7 83 86.8 

300359 89.5 84.2 87.3 

400017 89.7 84.8 88.5 

500049 90.3 85.6   

600070 90 85.9   

700119 90.3 86.1   

800031 90.2 86.2   

900073 90.3 86.6   

1000107 90.3 86.5   
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Figure 3: Performance of POS Taggers for English 

[Test data: 22 sentences, 1008 tokens from the 

Brown corpus; Tagset: Brown Tagset] 

 

8. Analysis of test result 
 

English POS taggers report high accuracy of 

96+%, where the same taggers did not perform the 

same (only 90%) in our case. This is because others 

tested on a large training set for their taggers, whereas 

we tested our English taggers on a maximum of 1 

million sized corpus (for HMM and unigram) and for 

Brill, we tested under training of 400 thousand tokens.  

Since our Bangla taggers were being tested on a 

very small-sized corpus (with   a maximum of 4048 

tokens), the resulting performance by them was not 

satisfactory. This was expected, however, as the same 

taggers performed similarly for a similar-sized English 

corpus (see Table 3). For English we have seen that 

performance increases with the increase of corpus size. 

For Bangla we have seen it follows the same trend as 

English. So, it can be safely hypothesized that if we 

can extend the corpus size of Bangla then we will be 

able to get the similar performance for Bangla as 

English.  



Within this limited corpus (4048 tokens), our 

experiment suggests that for Bangla (both with 12-tag 

tagset and 41-tag tagset), Brill’s tagger performed 

better than HMM-based tagger and Unigram tagger 

(see Tables 1, 2). Researchers who are studying a 

sister language of Bangla and want to implement a 

POS tagger can try Brill’s tagger, at least for a small-

sized corpus. 

 

9. Future work 
 

Unsupervised POS tagging is a very good choice 

for languages with limited POS tagged corpora. We 

want to check how Bangla performs using 

unsupervised POS tagging techniques.   

In parallel to the study of unsupervised 

techniques, we want to try a few other state of the art 

POS tagging techniques for Bangla. In another study 

we have seen that in case of n-gram based POS 

tagging, backward n-gram (considers next words) 

performs better than usual forward n-gram (considers 

previous words).  

Our final target is to propose a hybrid solution for 

POS tagging in Bangla that performs with 95%+ as in 

English or other western languages and use this POS 

tagger in other advanced NLP applications. 

 

10. Conclusion 
 

We showed that using n-gram (unigram), HMM 

and Brill’s transformation based techniques, the POS 

tagging performance for Bangla is approaching that of 

English. With the training set of around 5000 words 

and a 41-tag tagset, we get a performance of 55%. 

With a much larger training set, it should be possible 

to increase the level of accuracy of Bangla POS 

taggers comparable to the one achieved by English 

POS taggers. 
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