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Abstract

Preprocessing is an essential step in any image
processing task. This paper describes the issues that
have to be addressed when a Preprocessing engine is
developed for an OCR System for Sinhala characters
based on a template matching technique. A detail
description of the procedures implemented is also
given along with their results.

1. Introduction

1.1. Background

Most of the information that is available in the
world is in printed medium. This has hindered storing,
exchanging and processing of this information
electronically.  Converting them from printed to
electronic medium is time consuming, laborious and
expensive as well. These factors have motivated
people to develop automated systems to perform this
task. Optical Character Recognition (OCR) is an
important technique that is very popular among
research and technical communities. As a result of
these research and development activities several OCR
applications are now available in the market.

Most of the existing OCR systems are for Latin
character based languages. Though research has been
going on for several decades, commercial grade OCR
systems for Indic languages are very rare. Researches
have been done for Hindi, Tamil, Telugu, Oriya and
several other Indic languages. The most significant
difference between Indic scripts and Latin scripts is the
cursive property. Different techniques have to be
applied in the process of automatically recognizing
them. An OCR system for Sinhala scripts is being
developed at the Language Technology Research
Laboratory at UCSC based on the research work
carried out recently.

As described in the literature typical OCR system
should contain some essential modules, namely, Data
Acquisition, Preprocessing,
Classification/Recognition, Postprocessing and
Output. The aim of the present report is to describe
the Preprocessing module of the OCR developed for
Sinhala Scripts.

The recognition algorithm of the present OCR
system will be based on template matching. In order
to achieve higher recognition rate it essential to have
an effective preprocessing engine. Following sections
of this report describe the functionalities of the
preprocessing module of the present OCR system.

1.2. Sinhala scripts

Sinhala scripts can be of two types namely, base
characters and modified characters. This latter type is
formed by combing vowel modifiers to base
characters. Vowel modifiers stand for vowel sounds.

Base characters: &, 23, ®, ¢

Vowel modifiers: &0, &0J, @(Z)Cr, 0%, 0,
00, 0"

Modified characters: @®, ©@®, e®7F ,@ ,@
8,80 ,8, om0, 2,0

These scripts can be categorized into four groups
according to their structure. Basically three (3) zones
can be identified in a typical Sinhala character. The
three zones are named Upper, Middle and Lower
zones. The heights of the Upper and Lower zones are
normally 25% of the line height and the Middle zone is
of height 50% of the line height. Figure 1 shows these
zones in the letter § (pri).
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Figure 1: Three zones appear in a typical character

The four character groups are classified as shown in
Table 1.

Table 1: Different character groups
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Figure 2: Characters with different Zone IDs

Figure 2 shows how characters can be classified
according to the structure of them.

1.3 Template matching

As mentioned in the section 1.1 the present OCR
system is based on a template matching technique.
The templates are initially classified according to the
Zone ID. When a character template is matched, the
pixels belong only to the relevant zone are taken into
consideration. That would improve the efficiency as
well as the accuracy of the algorithm. In order to
perform this task layout information of the particular
image that has to be recognized. For example, height
and width of the image, number of lines in the image,
average line height of the given image.

The templates are of fixed height and the image
that has to be recognized is compressed until its
average line height becomes the size that of template
height before the template matching. Since template
matching techniques are very sensitive to noisy images
system would give erroneous results if the source
image consists of too much noise. These factors
demand an effective preprocessing engine to make the
OCR system more accurate and robust mainly through
sound segmentation, normalization and noise removal.

2. Preprocessing engine

2.1 Preprocessing stage

A typical OCR system consists of several modules
connected in a sequential manner to simulate well
defined stages in character recognition. Figure 3 shows
the overall architecture and the place occupied by the
preprocessing engine in the present system.
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Figure 3: Overall architecture of the OCR

The preprocessing module receives an image
captured at the Data Acquisition stage. The
procedures implemented in the Preprocessing module
extract layout information such as height and width
of the image, horizontal and vertical projections, etc;,
standard noise removal algorithms remove noise
present in the image. Finally, the image is broken
down into lines and they are further broken down
into characters. The implementation of all the
procedures used in the Preprocessing module has
been done in ANSI C so that they can be run on any
platform. A detail description on each of these sub
modules will be given in sections to come.

2.2. Binarization stage

Normally pixel intensity values of an image are
in the range of 0 to 255. At this stage pixel intensities
are set either to 0 or to 255 by using a threshold
determined dynamically. This will improve the
recognition rate since that helps the algorithm to
differentiate the background and the foreground by
inspecting the pixel intensity. The threshold for
Binarization is determined dynamically by inspecting
the most frequent and least frequent pixel intensities.
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Figure 4: Before binarization
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Figure 5: After binarization
2.3. Noise removal stage

Noise that exists in images is one of the major
obstacles in image processing tasks. The quality of
an image degrades when noise is present in it. Noise
can occur at image capturing, transmission and
compression stages. Various standard algorithms are
available for removing noise exist images.

The Noise removal is done using a Gaussian
Filter which is one of the popular effective noise
removal techniques. The optimum mask size and
standard deviation are obtained by trying out several
Gaussian masks of different sizes and also with
different standard deviation values.

2.4 Layout information extraction stage

Having removed the noise existed in the image,
several procedures extract layout information such as
Horizontal Projection, Vertical Projection, Number
of Lines, Number of Characters, etc.

2.4.1. Horizontal projection. In this procedure
horizontal lines are scanned from left to right. As
each line is scanned number of black pixels that were
available in the line is recorded. It is possible to



identify the number of lines in a given documents as
well as the line boundaries.

2.4.2. Vertical projection. In this procedure vertical
lines are scanned from top to bottom. As each line is
scanned number of black pixels that were available in
the line is recorded. It is possible to identify the
number of characters in a given line as well as the
character boundaries.

2.4.3 Number of lines. Based on the information
provided by the Horizontal Projection this procedure
calculates the number of lines that exist in the image.
When there is some noise that was added at the
image capturing phase some lines are not properly
segmented as shown in Figure 6.
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Figure 6: Incorrectly segmented lines

In cases like this two lines are identified as one
line. This will lead to errors in calculating the
number of lines and average line height of an image.

24.4. Number of characters. Based on the
information provided by the Vertical Projection this
procedure calculates the number of characters exist
in a give line. When there is some noise that was
added at the image capturing phase some characters
are not properly segmented as shown in Figure 7.
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Figure 7: Incorrectly segmented characters

2.4.5. Line information. Based on the information
provided by the Horizontal Projection and Line
Information this procedure extracts the pixels where
each line starts and ends.

2.4.6. Character information. Based on the
information provided by the Horizontal Projection

and Character Information this procedure extracts the
pixels where each character starts and ends in a given
line.

2.2.7. Average line height. Based on the information
provided by Number of Lines and Line Information
procedures, this procedure calculates the average line
height.

2.4. Normalization stage

This is an important step in the preprocessing
phase particularly in template matching. In the
present OCR system all the character templates are of
fixed height. The height of the template is
determined by calculating the average line height of
the images that are used to create templates. When an
image is given for recognition it is compressed until
its average line height is equal to the height of the
templates. Having compressed the image, the
templates are matched against each character in the
image.

2.5. Segmentation stage

In this stage the image that is expected to
recognize is broken down into lines and each line is
further broken down into characters. These
segmented characters are matched against character
templates. Following procedures are used for
segmentation.

2.5.1. Line segmentation. The image is segmented
into the lines based on the information provided by
the procedures Number of Lines and Line
Information. When noise is present this procedure
cannot segment lines properly. (See Section 2.4.3)

2.5.2. Character segmentation. Having segmented
the image into lines each line is segmented into
characters by this procedure based on the information
provided by the procedures Number of Characters
and Character Information. When noise is present
this procedure cannot segment characters properly.
(See Section 2.4.4)

3. Results

The results of some of the procedures described
in the section 2 are given in this section.



3.1. Horizontal projection
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Figure 8: Horizontal projection of an image

3.2. Vertical projection
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Figure 9: Vertical projection of an image




3.3. Line segmentation

“Unfnd op 580d0d Smlqd 8. §80d00 Swo

‘i) 8500 add 8. 8%0e0n O
BinnaCaed Segeeions g 608, 0006 S0
el S5m0 ey 08, P ol oo gy CRIRD S0 st R bt ot
& § St Onterd 880 om0t oo Bolsl colldl, O ® oo Tk B00 omlls crom: e B
n® meled 900n0 Oney 6008 ¢nlld 0l B8 ae led snpas eger absesd emapo st B0
gm0 80 © axdon o0, o6 Bl 3 @ 8 6000 ¢ L) o 6 et e o et @ o o ¢
is-auf oleotn O oledned, 48 Jnadd e dey
s0keet 890 geRarted fnmbade 8 ¢ & qelded
odcines o0 mg v goed 0

o8 obanoon g o8 Gob SmOiollned gy =P 5 me o gk 7

Figure 10 (a): Before line segmentation Figure 10 (b): After line segmentation
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3.4. Character segmentation
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Figure 11 (a): Before character segmentation
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Figure 11 (b): After character segmentation



4. Discussion

The main objective of OCR is to recognize
scripts and punctuation marks appear in an image by
applying image processing and learning algorithms
or deterministic methods.  Preprocessing is a
mandatory requirement for any of these techniques.
At that stage the quality of the image is improved,
relevant segments of the image are selected and data
present in the image is standardized.

In the present Preprocessing engine consists of
almost all of these functionalities and they are
realized through standard algorithms. For example,

noise removal is using Gaussian Filtering, line and
character segmentation is done based on the
information obtained from horizontal and vertical
projections.

The issues that have to be addressed to improve
the outputs of the Preprocessing engine were
mentioned in the relevant sections, for example line
and character segmentation.

It is expected to release a toolkit that can be used
for image preprocessing based on the research and
development activities done to build the present
Preprocessing engine.



